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Abstract—Docker is the most diffused containerization tech-
nology adopted in the DevOps workflow. Docker allows shipping
applications in Docker images, along with their dependencies and
execution environment. A Docker image is created using a con-
figuration file called Dockerfile. The literature shows that quality
issues, such as violations of best practices (i.e., Dockerfile smells),
are diffused among Docker artifacts. Smells can negatively impact
the reliability, leading to building failures, poor performance, and
security issues. In addition, it is unclear to what extent developers
are aware of those quality issues and what quality aspects are
correlated with the adoption of a Docker image. As evaluated
in the literature, composing high-quality Dockerfiles and Docker
images is not a trivial task. In this research, we aim to propose
approaches and techniques to assess and improve the quality of
Dockerfiles and Docker images. First, starting from the resolution
of Dockerfile smells, we aim to improve the internal and then the
related external quality aspects that also affect the developers’
preference and the perceived quality when they adopt a Docker
image. Next, we want to employ that knowledge in the automated
generation of high-quality Dockerfiles and Docker images.

Index Terms—Docker, empirical software engineering, soft-
ware evolution, software quality

I. PROBLEM AND RESEARCH HYPOTHESIS

DevOps is a methodology commonly adopted in modern
companies: Development and operation teams work together
to provide a quick and automated release cycle of software
systems [1]. Containerization technologies are essential in the
development workflow since they simplify the deployment
of applications and provide an isolated runtime environment,
along with all the dependencies and configurations required
for the execution.

Docker1 is one of the most popular platforms used in the
DevOps workflow2. Since its release in 2013, Docker has
become the most talked-about containerization technology,
becoming the #1 “Most Loved” and “Most Wanted” platform
in the 2022 StackOverflow survey [2]. A recent report on cloud
workload platforms states that 85% of the organizations will
adopt containerization in production environments by 2025,
starting from less than 30% observed in 2020 [3].

Docker allows shipping applications with the required exe-
cution environment through lightweight virtual environments
(i.e., containers). A Dockerfile is a text file containing the
configuration for the execution environment required by a
specific application that generates a Docker image through

a build process. When writing Dockerfiles, existing Docker
images can be used as base images, i.e., a base environment on
which a new Docker image is built. To this end, a public online
repository called DockerHub3 allows developers to share their
images, so that others can build upon them.

DockerHub provides several sets of functionally-equivalent
environments (i.e., which provide the same software pack-
ages). For example, if developers need an environment based
on Apache Tomcat, they can choose as base image either
tomcat or bitnami/tomcat. Developers might find it nontrivial
to select the best base image for their application [4] [5] since
they not always understand the nonfunctional implications of
choosing a given image. The nonfunctional aspects can be
divided in externally observable features and configuration
features. The externally observable features are those that the
image user sees, such as the image size. On the other hand, the
configuration features are those aspects only perceivable by the
developers, mainly related to Dockerfiles and the build process
of the Docker image, such as the presence of Dockerfile
smells. Similar to code smells that occur in software systems
[6], Dockerfile smells [7] can negatively impact the overall
quality of the resulting Docker image.

While there are static analysis tools that help developers
verify the adherence to best practices in Dockerfiles, they may
not be sufficient to assess the absence of code smells [8].
Several studies investigated the occurrence of those quality
issues in Docker applications [9]–[12], where hadolint [13] is
the reference tool to check for rule violations based on the
official Docker guidelines. In the same direction, other studies
evaluated the occurrence of issues affecting the security of
Docker images [14]–[16]. Besides, a previous research reports
that developers perceive the creation of Dockerfiles as a time-
consuming activity [17]. In summary, there is a need for tools
to support the development and release of those artifacts [7],
[9], [11], [18]–[20].

To the best of our knowledge, no other studies perform
a comprehensive evaluation of the aforementioned externally
observable and configuration features in terms of (i) their

1. https://www.docker.com/
2. https://portworx.com/blog/2017-container-adoption-survey/
3. https://hub.docker.com/
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relationship and (ii) the relationship with the developers’
preferences when choosing a Docker image. Moreover, there
are no previous studies that propose fixing approaches and
tools in that direction, although developers perform refactoring
operations to improve Dockerfiles [21]. Some approaches
provide fixing recommendations, but for the automated repair
of broken Dockerfiles [22] and fixing security vulnerabilities4.
The lack of techniques to support the quality of Docker images
and Dockerfiles, and consequently the refactoring of smells,
is still an open challenge. Therefore, we want to focus our
research activity on the definition of new approaches and tools
to support the development and maintenance of Dockerfiles
and Docker images. Specifically, we want to investigate the
following research directions:

• Identification and improvement of internal quality
factors of Dockerfiles. We want to improve the quality
of Dockerfiles, proposing approaches to fix Dockerfile
smells. Despite there are studies evaluating those issues,
it is not clear which of them are relevant for developers.
Thus, we want to identify what Dockerfile smells are
relevant for developers and introduce approaches to fix
them.

• Identification of external (and internal) features that
are correlated with the quality perceived by develop-
ers for Docker images. We want to understand what
Dockerfile- and Docker image-related features explain
developers’ preferences. Specifically, we want to under-
stand (i) what externally observable features explain the
developers’ adoption and perceived quality, and (ii) what
configuration features influence the externally observable
features.

• Quality-aware generation of Dockerfiles that produce
Docker images intercepting users’ preferences. We
want to support the automated generation of Dockerfiles
starting from a natural language specification of the
requirements. Such an approach has to take into account
also the quality that the resulting Docker images will
obtain. This means that the generated Dockerfile, when
built, also produces a high-quality Docker image that
developers are most likely to adopt.

II. IMPROVEMENT OF THE QUALITY OF DOCKERFILES

Motivation. Several studies show that Dockerfile smells,
are widely diffused among open-source Dockerfiles [7], [9],
[11], [19]. Hadolint [13] is the reference tool for detecting
Dockerfile smells that are commonly used in the literature as a
proxy for Dockerfile quality. Hadolint checks for a set of rules
on the AST representation of the input Dockerfile. The rules
are directly derived from the official writing guidelines [23].
Each rule is identified by a unique identifier, composed of a
prefix (i.e., DL and SC, for Docker instruction and shell script,
respectively) and a number. An example is the rule DL30205,
which checks the usage of the instruction COPY instead of
ADD when copying files and folders. While the prevalence
of each smell is known [19], it is still unclear what are the
Dockerfile smells considered relevant by the developers, and

to what extent they are interested in solving them. Fixing
Dockerfile smells could reduce the risk of build failures [9],
security issues [16], [24], and lower both build latency and the
size of the resulting image [25]. To fill this gap, we want to
conduct an empirical study to (i) investigate the survivability of
code smells, to understand what are the most relevant and how
developers fix them, and (ii) evaluate to what extent developers
are willing to accept fix recommendations for those smells.

Methodology. The experimental procedure of our study is
described as follows. As a study context, we plan to use the
dataset built by Eng et al. [19], which is the largest (∼9.4M
instances) and most recent (i.e., up to 2020) dataset of Dock-
erfiles available in the literature. To evaluate the smell surviv-
ability, we will run the hadolint tool on different snapshots
of the same Dockerfile over time, to identify best practices
violations (i.e., smells). Considering the default configuration
of the hadolint tool, we will only consider rule violations
with a severity level of error and warning. Moreover, through
a manual evaluation, we will aim to understand if and how
developers performed the fixes. In this way, we can also
exclude false positives (e.g., the smell disappeared because
the commit removed the smelly lines). We will also look for
custom configurations of hadolint in the evaluated repositories,
to understand which smells are explicitly considered relevant
by developers.

For the second part of our study, we plan to implement
a tool to recommend fixes for Dockerfile smells, based on
the fixing examples included in the hadolint catalog6. The
tool will include fixes for the most occurring smells (i.e.,
those reported by Eng et al. [19]), excluding those that
are equivalent but less occurring (i.e., we retain DL3008,
discarding DL3013 and DL3018). While most of the smells
are trivial to fix, those related to missing version pinning are
more difficult and require a heuristic approach to be fixed.
In detail, DL3006 checks for the presence of the version tag
for base images in Dockerfiles, and DL3008 checks for the
missing version pinning for software packages installed via
apt-get. We plan to submit pull requests on GitHub to
evaluate the fix recommendations. We will monitor the status
of each pull request for 3 months and interact with developers
for additional information. Also, we will perform a quantitative
analysis of the status of the pull requests, and a qualitative
analysis of the developers’ reactions.

Expected outcome. The outcome will benefit both devel-
opers and researchers: Understanding what are the relevant
smells for developers will provide insights on where to focus
our research effort to improve the internal quality of Docker
artifacts.

Preliminary achievements. We have submitted a registered
report paper in which present the empirical study design. We
have already implemented a modular tool for fixing smells,
with the fixing procedures for some of the most common

4. https://snyk.io/docker/
5. https://github.com/hadolint/hadolint/wiki/DL3020
6. https://github.com/hadolint/hadolint/wiki
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smells, namely DL3006 (image version tag), DL3008 (apt-get
version pinning), DL3009 (delete apt-get lists after installing
packages), DL3020 (use COPY instead of ADD for files and
folders), DL4000 (replace MAINTAINER with LABEL), and
DL4006 (not using -o pipefail before RUN). Finally, we
verified if the fixed Dockerfile builds correctly to assess the
correctness of those fixes.

Limitations. Our study heavily depends on the hadolint
tool. The limitations of such a tool in detecting smells directly
impact our study. Another risk is that fixing Dockerfile smells
could not be a priority for developers and, thus, we could
find that no smell is relevant to them. However, as shown in
previous studies, there is a decreasing trend in the occurrence
of some smells [9], [11], [19]. This suggests that developers
probably fix some smells.

III. IDENTIFICATION OF FEATURE CORRELATED WITH THE
DEVELOPERS’ PREFERENCE FOR DOCKER IMAGES

Motivation. There are many Docker images publicly avail-
able on DockerHub that can be used by developers, but the
selection of the correct image is a nontrivial task because of the
countless alternatives providing the same software applications
[5]. However, from Docker artifacts, it is possible to extract
configuration features, related to the Dockerfile and the build
process of the image (e.g., Dockerfile smells), and externally
observable features, related to the Docker image (e.g., image
size) that developers and Docker image users can observe.
Previous work proposed metrics to evaluate Docker images
through some of those features [7], [9], [11], [19], [21],
[25]. However, it is still unclear why developers prefer a
Docker image over another in terms of those features, and how
the configuration features are correlated with the externally
observable ones, thus affecting adoption and perceived quality.
The aim of our research work is to fill this gap. We want
to perform a comprehensive evaluation of the configuration
features and external features of Docker images including their
relation. The aim is to evaluate how externally observable
features are correlated with developers’ preferences and the
quality perception of Docker images, and what configuration
features are correlated with those external features.

Methodology. The goal of the empirical evaluation that we
want to conduct is two-fold. On one hand, we investigate
the scientific literature looking for all the features related to
quality, along with the metrics proposed to measure them. The
output of this process is a taxonomy of those features. On the
other hand, we want to empirically evaluate the correlation of
that features with the developers’ preference when adopting a
Docker image (i.e., how frequent they appear as base images
in Dockerfiles from open-source repositories) and the quality
that they perceive (i.e., how much they “appreciate” a Docker
image, measured as stargazers count from DockerHub). Most
of these features can be automatically extracted from Dock-
erfiles and Docker images, if provided by DockerHub. Those
that require a manual effort are excluded from the evaluation
(e.g., temporary file smell [8]).

Expected outcome. The expected outcome will be (i) a
taxonomy of externally observable and configuration features,
and (ii) several models that explain how configuration fea-
tures determine each externally observable feature and how
externally observable features determine the perceived quality.
Researchers will obtain a reliable set of metrics to estimate
the quality of Docker artifacts, instead of measuring only the
number of smells, that also takes into account the quality
perceived by developers. Tool builders will know where to
put effort when they want to improve the quality of Docker
images and Dockerfiles. As the next steps, a quantitative
measure of Docker image and Dockerfile quality can be
proposed by combining configuration and external features.
The combination of their metrics can allow providing an
overall score of the quality level (i.e., quality badge). Such
a measure can be used in refactoring tools for Dockerfiles to
verify if the quality of the resulting Docker image is improved.
Also, the quality badge can be used as a discriminant factor
(i.e., qualitative measure) in recommending systems, or simply
it can be integrated with DockerHub as a meta-information to
show for Docker images.

Preliminary achievements. We conducted the whole em-
pirical evaluation. In detail, our empirical study answers two
different research questions, namely (i) how the externally ob-
servable features are correlated with the developers’ preference
for a Docker image, and (ii) how the configuration features are
correlated with the external ones. With the first one, we find
out the externally observable features correlated with the users’
choice when adopting an image. With the second one, we
identify what configuration features influence those externally
observable that are more relevant in terms of correlation.
In this way, we evaluate the configuration features that are
also indirectly correlated with the developers’ preferences.
The results show that developers are more likely to adopt
Docker images labeled as “official” on Docker Hub. They are
also better perceived, as shown in a previous study [5]. The
image size and the presence of exposed secrets (e.g., exposed
login data) have a negative impact on developers’ preferences.
Also, the number of security vulnerabilities negatively impacts
the perceived quality. In terms of configuration features, the
SLOC, measured on Dockerfiles, have a positive and indirect
impact on developers’ preference because it directly impacts,
negatively, the number of vulnerabilities and the image size.

Limitations. As we rely on the scientific literature on
Docker that is relatively recent, there can be quality features
not identified yet. In the future, we plan to conduct a developer
survey to (i) validate the features considered in the presented
study and (ii) find out if there are additional features that are
relevant but not evaluated.

IV. QUALITY-AWARE GENERATION OF DOCKERFILES

Motivation. Creating a Dockerfile is not trivial, because
of the selection of the correct base image [4], [5], or the
knowledge required to resolve all the software dependencies
[26]. In previous studies, researchers highlighted the need for
tools that support the creation of Dockerfiles as developers



considered it a time-consuming activity [17]. Previous studies
made the first steps in this direction. Hanamaya et al. [27]
proposed Humpback, a tool that provides code completion
for Dockerfiles via language models, created using LSTM
neural networks. Horton et al. [28] proposed DockerizeMe, an
automated technique to generate entire Dockerfiles for Python
projects using a graph-based inference procedure. Ye et al.
[26] proposed DockerGen, an approach that automatically
containerizes software packages, generating a Dockerfile spec-
ification by simply providing the target OS (optional) and the
target software. DockerGen relies on knowledge graphs which
contains associations between packages, built on a dataset of
220k Dockerfiles, to generate the FROM instruction and the
RUN instructions with package installation commands. While
DockerGen is a milestone, it is still limited since it only
support package installation instructions, while Dockerfiles
might contain more complex instructions to install external
dependencies or to initialize the environment. Therefore, our
objective is to introduce a novel approach that automatically
generates Dockerfiles using Deep Learning and, specifically,
the T5 model, which has been proven effective in other code-
related tasks [29].

Methodology. Our approach takes as input a natural lan-
guage specification of the desired environment. Then, the
T5 model takes as input the specification and generates a
Dockerfile. To train such a model it is necessary to build
a large dataset of Dockerfiles associated with the respective
specification. We will rely on the largest dataset proposed
in literature (i.e., Eng et al. [12]), which contains ∼9M
Dockerfiles. Given a Dockerfile, one of the biggest challenge
will be to infer the specification behind it so that we can train
the model. As shown in previous studies, developers usually
provide comment lines in Dockerfiles to explain what each
instruction does in Dockerfiles [20]. Therefore, to infer the
specification based on which a Dockerfile was written (e.g.,
operating system, software packages, and package manager),
we will define a parser that extracts such information from
code comments along with source code. Consider, for example,
the code comment # Install Python, followed by a RUN
instruction that installs python2.7 and python-pip: The
comment clearly indicates that python is the abstract software
requirement needed by the developer, while python2.7 and
python-pip are the actual packages that the approach must
generate.

To validate our approach, we plan evaluate the generated
Dockerfiles in terms of (i) adherence to the specification, (ii)
similarity between the generated Dockerfile and the actual
Dockerfile from which the specification has been extracted,
and (iii) the functional equivalence of the resulting Docker
image. For the first point, we plan to measure the similarity
between the input specification and the one created from the
generated Dockerfile. For the second point, we will evaluate
the edit distance between the ASTs of the generated Dockerfile
and the source one used to parse the input specification. For the
last point, we will check whether the generated Dockerfile can
be successfully built and whether the composition similarity,

using the hash of the layers, between the resulting Docker
image and the one built from the source Dockerfile.

Expected outcome. We aim to propose an approach that
generates the entire Dockerfile starting from a natural language
specification, where developers indicate the requirements to
satisfy. The resulting tool can be integrated into the IDE,
providing the generated Dockerfile as a recommendation.
In that case, more than one capable Dockerfile could be
generated. A discriminant factor for the generated Dockerfiles
is the overall quality of the code, which can be measured in
terms of number of smells [9], or even better, considering
the features that influence the developers’ preference and the
quality perceived (see Section III).

Limitations. The extraction of software requirements
strongly relies on the presence of comments in Dockerfiles.
Due to the size of the source dataset, removing Dockerfile
that does not contain comments is not an issue. Also, it is
possible that developers do not explicitly indicate some of
the requirements. Therefore, it is possible that the generated
Dockerfiles contain only a subset of the instructions of the
Dockerfiles used for training them.

V. FINAL REMARKS

The presence of quality issues related to Docker images
and Dockerfiles is a common problem for developers. Despite
scientific research on source code quality being widely inves-
tigated, the quality assessment of infrastructure as code (IaC)
is still in its infancy. Our work will lay the groundwork for
a research line that aims to provide those techniques to (i)
support developers in defining Dockerfiles and (ii) improve
the quality of Dockerfiles and Docker images. As a future
research agenda, we plan to develop further our research.

First, following up our research on the importance of
Dockerfile smells for developers, we plan to propose a com-
prehensive refactoring recommendation approach and tool for
the most common and relevant Dockerfile smells. Second, as
an extension of research on the impact of externally observable
and configuration features on developers’ preferences, we plan
to define a quality metric for Docker images based on those
features and to propose a quality badge. We plan to conduct a
developer survey to empirically validate the reliability of that
measure. Third, we will experiment with the use of different
quality-based filters (e.g., number of smells or the previously-
mentioned quality metric) to select the instances to use to train
our approach for the generation of Dockerfiles to understand
if it allows to achieve better results.

We believe that the results of our research will produce
concrete support for software developers, and give insights on
where to put the effort in successive research studies on this
topic.
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